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ABSTRACT 
This paper describes an approach to achieving data integration 
across multiple sources in an enterprise, in a manner that does not 
require heavy investment in database and middleware 
maintenance. This “lean” approach to integration leads to cost-
effectiveness and scalability of data integration in the enterprise. 

Categories and Subject Descriptors 
H.2.5 [Heterogeneous Databases]: Data integration, middleware, 
integrated access, economically scalable, – new integration 
paradigm 

General Terms 
Algorithms, Management, Design, Economics 

Keywords 
Middleware, Data Integration, XML, Economical 

1 INTRODUCTION 
Current EII technology requires significant investment in ‘heavy-
weight’ middleware for an application of any scale or 
requirements. For each integration application, we need to define 
schemas or views for each source, and reconcile the schemas or 
form integrated global schemas or views to facilitate the 
integration. This approach, unfortunately, causes the IT cost for 
integration applications to increase linearly with the application 
size as shown in Fig 1.  

We present an approach to data integration that is cost-effective 
and scalable. The approach is based on key insights that permit an 
integration approach that is more flexible and adaptable to 
different integration applications. 

The majority of integration applications at NASA (and enterprises 
in general) are built over data in documents, spreadsheets, reports 
and presentations as input. Also, the query processing (and result 
composition) requirements mostly require extracting particular  

 

sections from documents , composing new documents with 
sections from other multiple documents, or doing keyword based 
searches on documents. Our approach has thus been to develop a 
data management and integration system focused on the above 
capabilities, and that does not require investing in functionality 
that is unnecessary for common applications.  

1

The following sections contain a description of this approach. A 
fundamentally new approach to data integration is presented, 
including technical details for data storage, query processing etc., 
with this approach, followed by a brief overview of enterprise 
applications built and a conclusion. 
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• Any required integration across multiple sources will be 
done at the client and on the fly. 

Arguments questioning the tacit acceptance of formal schemas 
and subsequent necessity for schema maintenance are outlined in 
[1]. The following sections describe an approach and system for 
integration that does away with schemas and associated schema-
maintenance. 

2.1 NETMARK: Schema-Less Information 
Management and Integration 

NETMARK[2] is an information management and integration 
system developed based on the above design principles. Fig 2 
provides a high-level architectural view of NETMARK. In most 
basic terms, NETMARK can manage and integrate information 
from both databases as well as raw information in business 
documents. Further, aggregated and integrated data can be 
accessed through commonly used business documents (such as 
MS Word and Excel) in the format desired. The following 
sections discuss aspects such as data storage and management, 
query processing, and integration in NETMARK. 

2.1.1 Data Storage and Management 
NETMARK is designed to effectively store and manage 
structured data as well as semi-structured data found in 
documents, web-pages and spreadsheets. For managing semi-
structured data, we have seen a significant amount of activity in 
building XML data management systems in the last several years. 
The XML data management systems fall into two broad 
categories. One is based on an approach of building an XML data 
management system over a relational data management system 
[3]. Any XML documents to be stored are “shredded” into 
relational tables and stored as relational data. The other approach, 
called the native XML approach, is based on storing XML 
documents and structures in underlying tree structures 
corresponding to the XML documents [4]. Note that both 
approaches are “schema-centric” and “schema-dependant” in that 
the structure of the data stored in the database system depends on 
the structure of the XML document being stored. 

In NETMARK, we first convert any documents to be stored, 
originally in any format such as MS Word, PDF, HTML, Excel 
spreadsheets and others to XML. This conversion is done 
automatically using a library of parsers for various document 
formats. These parsers essentially take hints from the formatting 
information in a document to extract what are called Contexts in 
that document. Contexts can be thought of as sections or sub-
sections in a document. For instance, for this paper, the 
“Abstract”, “Introduction”, or “Data Storage and Management” 
sections can be thought of as contexts.  The data within a section 
(or context) is referred to as Content, for that context. So the text 
in the abstract section is the content for the “Abstract” context. 
This context and content information for a document is captured 
in XML, for instance for this paper, the XML representation 
would look as shown in Fig 3. 

We will discuss query processing with context and content shortly 
after, and continue with describing document storage. Each 
document is converted to XML with context and content 
information as illustrated above and then stored in the 
NETMARK XML Store. In NETMARK we store the XML 

documents as relational tables in an underling ORDBMS. 
Approaches such as [3]  define different relations for different 
XML element types. The NETMARK storage scheme however 
uses the same relational tables to represent and store any XML 
element type. The NETMARK ‘SGML parser’ (Fig 2.) 
decomposes the XML (or even HTML) documents into its 
constituent nodes and dynamically inserts them into two primary 
database tables—namely, XML and DOC—within a NETMARK 
generated schema. The descriptions of the XML and DOC tables 
along with their respective relationships are listed in Fig 4. 
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NETMARK is designed to be independent of any particular XML 
document schemas and is termed to be “schema-less”. 

Note that we have now provided a means to generically store any 
XML or HTML document without requiring a new schema for a 
new document (type). We have also captured the context and 
content information in each document. Relationships between 
various XML elements (such as parent, child, sibling etc.) are 
captured using ROWID pointers between nodes. As described 
shortly after, we end up retrieving nodes related to a node 
repeatedly during query processing. We have exploited the 
feature of physical ROWIDs in Oracle [5] that provide the fastest 
access to any record within a table with a single block read 
access, for very fast traversal between nodes that are related 

 
 

2.1.2 NETMARK Data Input and Access 
We outlined the NETMARK system architecture and process flow 
in Fig 2. above.  Users insert new documents (in any format such 
as Word, PDF, HTML, XML or others) into NETMARK by 
simply dragging the documents into a (NETMARK) desktop 
folder. The ‘NETMARK DAEMON’ periodically picks up these 
documents passes them onto the ‘SGML Parser’, which converts 
the documents into XML. The XML documents are then stored in 
the ‘NETMARK XML Store’ in a schema-less manner, as 
described above. Communication between the user folders and the 
NETMARK server is done using Web DAV [6] which is a set of 
extensions to the HTTP protocol which allows users to 
collaboratively edit and manage files on remote web servers. 

Clients and applications can access and query data through the 
‘NETMARK Extensible APIs’ using a variety of protocols based 
on J2EE, RMI, and ODBC.  Users can access NETMARK 
documents by simple HTTP requests, in fact HTTP provides an 
extremely simple yet powerful mechanism for users and clients to 
access NETMARK 

 

2.1.3 Querying Data in NETMARK 
We now look at data querying capabilities in NETMARK, which 
are centered around the notions of context and content. A key 
capability is that of context search.  A context search query, such 
as Context=Introduction 2 will return the content portion 

in the ‘Introduction’ sections (the text in the Introduction section) 
in all the documents in a document collection. NETMARK also 
provides for result composition and formatting where we can use 
XSLT [7] to specify the format of the query results before 
presenting to the user. For instance we could specify a context 
search for “Technology Gap” and specify that the integrated 
results be presented in a new document. This is illustrated in Fig 
5.  Users can also specifying content searches which are 
essentially keyword searches that return all documents containing 
the specified search terms. For instance, a content query such as 
Content=Shuttle will return all documents that contain the 
term ‘Shuttle’ anywhere in the document. One can also combine 
context and content searches, for instance a query such as 
Context=Technology Gap& Content=Shrinking 
returns the “Technology Gap” contexts (sections) of all 
documents where the term ‘Shrinking’ occurs within the 
Technology Gap context (section). 

We must mention that there could be different interpretations of 
what is the content within a particular context. For instance, in 
this paper, the content associated with the context “2.1 The 
NETMARK Storage and Integration Approach” could be the text 
and figures in the entire section, i.e., including all sub-sections, or 
it could be the text (and figures) up to the next context which is 
the sub-section “2.1.1 Data Storage and Management”. We can 
configure exactly what interpretation is to be made and will not 
mention the details here. 

 

Fig 5.  Context Search 

 

Fig 6. XDB Query Search and Transformation process 

                                                                 
2 This is not the precise query syntax and we do not think it 

essential to use the formal and precise Netmark query syntax 
here 

Fig 4. NETMARK Generated Schema 
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The Netmark query language is a language called XDB Query [8]. 
XBD Query allows for posing the context and content kinds of 
queries over XML documents, as illustrated above. We will not 
go into the query syntax details here but the key features are that 
context and content search specifications are appended to a URL 
that is sent to NETMARK. In this URL we may also specify an 
XSLT stylesheet which specifies how the results are to be 
formatted and composed into a new document. Fig 6. provides an 
illustration of using XDB Query to query the data in NETMARK 
and then using XSLT to format the results. XSLT transformation 
is done using the Xalan XSLT processor [9]. 

  

Query processing itself involves taking a context and/or content 
query and doing an index search for nodes that match the 
keywords specified. Also the ROWID pointers are used for fast 
traversal between nodes (which is required as associated context 
and content nodes have parent-child or sibling relationships to one 
another). The reader is referred to [2] for more details.  

2.1.4 Accessing Multiple Data Sources 
In the above sections we have elaborated on query processing 
over data in the NETMARL XML Store. NETMARK can also 
provide integrated query access to multiple information sources 
that may be distributed at other locations. This is done through a 
simple declarative process where an administrator creates a 
‘Databank’ for an application. The databank specifies what 
sources are to be queried when a user fires a query to that 
application (databank). A source that is queried need not 
necessarily have XML querying or even Context+Content 
searching capabilities. However NETMARK ‘augments’ the 
query capability in that it uses whatever query and search 
capabilities are available at the source and then does further 
processing required.  

Having outlined the key features and functionality of NETMARK 
we summarize the distinguishing characteristics of this system 
and approach: 

• We are able to provide sophisticated query facilities, based 
on context and content, over any information repository (that 
may otherwise have limited or no query capabilities) with 
NETMARK. 

• We can access multiple distributed information sources 
simultaneously. 

• Integration can be specified (and executed) at the client side 
by specifying databanks. Thus integration can be done on-
the-fly. 

• Middleware requirements are reduced to needing just a thin 
router capability across the various information sources. 

• The approach is highly scalable and flexible in that we can 
take arbitrary numbers of sources and compose applications 
that access one or more sources amongst these as and when 
required. 

3 NASA APPLICATION EXAMPLES 
NETMARK has proven to be a highly flexible, nimble, and easy 
to assemble application framework for several integration 
applications that we have built using this framework at NASA. 
Table 1 contains a list of some of these applications along with 

the time that was taken to assemble them with NETMARK. We 
cannot describe all the above mentioned applications here, but all 
of them are centered around having to extract and integrate data 
from several heterogeneous and distributed documents to form 
either an integrated information system or an integrated document 
or report. For instance, the Proposal Financial Management 
application is an information system for tracking proposal 
financial information for outgoing (NASA) proposals in response 
to a call for proposals. This allows querying of aggregated and 
statistical information about the proposals such as proposal 
numbers by NASA division type, dollar amounts requested etc.  

Table 1. NASA integration applications 

 

Application Assembly Time NASA Application 

1 hour Proposal Financial 
Management 

Risk Assessment 

1 day Integrated Budget Performance 
Document 

1 week Anomaly Tracking  

 

The application takes as input all the proposals  (typically in 
formats such as Word or PDF) that have been submitted in 
response to a particular call. The Integrated Budget Performance 
Document (IBPD) is an integrated budget document which unifies 
previously disconnected budget documents. While manual 
assembly of the IBPD can take several weeks, NETMARK was 
used to extract and integrate information from thousands of 
NASA task plans containing the required budget information and 
compose an integrated IBPD document. Finally, Anomaly 
Tracking is an application that allows integrated querying of two 
NASA (web accessible) data sources that are essentially anomaly 
tracking databases. The application facilitates more sophisticated 
querying than provided by either original source and also 
facilitates simultaneous querying of both sources. 

Clearly NETMARK has proven to be a scalable, fast, and flexible 
integration framework for all of the above NASA integration 
applications. 

4 CONCLUSIONS 
The above integration approach does not claim to replace 
traditional schema-centric mediation approaches completely. 
Mediation based approaches such as [10, 11] certainly provide a 
more formal and expressive power for the “integration-glue” 
across different sources, which may well be needed in some 
applications. Our focus is on the requirements of common 
integration applications in the enterprise. Formal schema 
imposition on any data is there only to the extent that it needs to 
be. All integration functionality is pushed to the client. No 
mandatory heavy-weight integration middleware is required, 
rather the desired integration capabilities can be specified on the 
application side and on-the fly. The integration framework has 
been very successfully used to develop several NASA enterprise 
applications in a very cost-effective manner and within short 
time-frames.  
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